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Cross-Domain Attention and Center Loss
for Sketch Re-Identification

Fengyao Zhu , Yu Zhu , Member, IEEE, Xiaoben Jiang, and Jiongyao Ye

Abstract— Matching all RGB photos of the target person in1

the gallery database with the full-body sketch image drawn by2

the professional is defined as Sketch re-identification (Sketch3

Re-id). The big gap between the sketch domain and RGB4

domain makes Sketch Re-id challenging. This paper addresses5

the problem by proposing a new framework to obtain domain-6

invariant features, which uses CNN as the backbone. To make7

the model focus more on the regions related to the sketch image8

in the RGB photo, we propose a novel cross-domain attention9

(CDA) mechanism. It uses different ways of splitting feature10

maps in its two branches and calculates the relationship between11

different parts in the sketch images and RGB photos. Moreover,12

we designed the cross-domain center loss (CDC), which breaks13

through the limitations that datasets need to be in the same14

domain in the traditional center loss. It effectively reduces the15

gap between two domains and makes the features with the same16

ID closer. The experiment is performed on the Sketch Re-id17

dataset. Each person has one sketch image and two RGB photos.18

To evaluate the generalization, we also experimented on two19

popular sketch-photo face datasets. The result in the Sketch Re-id20

dataset shows the model performs 3.7% higher than the previous21

methods. And the result in the CUHK student dataset performs22

0.38% higher than the state-of-the-art methods.23

Index Terms— Sketch re-identification, cross-domain attention,24

domain-invariant feature, center loss.25

I. INTRODUCTION26

THE person re-identification (Re-id) has aroused special27

attention with the greater development on multi-target28

detection and multi-target tracking [1], [2]. Common Re-id29

task includes query images and a gallery consisting of photos30

captured by various cameras. The query images and the gallery31

are always in the same domain. And the main goal of the32

Re-id task is to find the right match in the gallery for each33

query image. But the query image in the real world is not34

always in the RGB domain. In real crimes, convicts tend to35
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Fig. 1. Some sketch-photo sample pairs in Sketch Re-id dataset. (a) sketch
images often lack a lot of color information and RGB photos have rich color
information and postures. (b) sketch images and RGB photos have similar
local information, like the logo and badges.

appear in a place without cameras. Therefore, the RGB photo 36

of the convict is difficult to get. Police usually draw a sketch 37

image of the convict from the description by the witnesses. 38

The sketch image contains many appearance characteristics of 39

the convict. It can be found that the query image is invariably 40

a sketch image but not an RGB photo. This situation has 41

also been confirmed by criminal experts and law enforcement, 42

which was often neglected in past research. Face recognition 43

research [3] and [4] have studied how to match the facial 44

sketch images with the facial photos dataset, in which the 45

sketch images are obtained by professional painters from the 46

description of witnesses. 47

In this paper, we define this sketch pedestrian 48

re-identification task as Sketch Re-id, in which the query 49

image is a sketch image and the gallery database is RGB 50

photos. Due to the sketch domain and RGB domain, Sketch 51

Re-id can be regarded as a sketch-based cross-domain 52

recognition task. Meanwhile, the big gaps between two 53

different domains make this task well challenging. As shown 54

in Fig. 1 (a), on account of different painting styles and 55

lack of rich color information, sketch images are extremely 56

abstract. But RGB photos captured by different cameras have 57

rich color information and body postures. 58

Global and local features are widely used in person Re-id 59

tasks. The global feature contains the global information of 60

one picture. And the local feature contains the information 61
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of a certain region in the picture. Some similar local features62

exist in both sketch images and RGB photos, like the logo63

and badges in Fig. 1 (b). The model needs to extract these64

special cross-domain local features. We explore the traditional65

Transformer [5] and multi-modal Transformers [6], [7], [8] to66

address the cross-domain limitations. The traditional Trans-67

former [5] plays an important role by using cross-attention.68

In the mid-sub-layer of the traditional Transformer [5] decoder,69

the query is the output of the previous decoder, and the key70

and value are the output of the encoder. Differently, the query,71

key, and value in multi-modal Transformers [6], [7], [8] come72

from two domains. This makes multi-modal Transformers [6],73

[7], [8] catch the features and relationships between different74

domains. Besides, attention mechanisms are popular in recent75

years [9]. Attention mechanisms assign different weights to76

different areas in the feature map, which means that not all77

areas are the same important. The model should focus on78

the useful areas in the feature map a lot to perform better.79

In general, the important areas occupy higher weight while80

other areas are assigned lower weight. The attention block81

makes the model focus on the most informative area.82

We designed the cross-domain attention (CDA) mechanism83

to capture similar regions related to the sketch image in the84

RGB photo. It includes a global branch and a local branch. The85

difference between the two branches is the way of splitting86

the feature map. In the global branch, we use the way that87

splitting the feature map by each row and column to get88

patches, which calculates the relationship between each patch89

in the sketch feature map and RGB feature map. But the local90

branch applies the way of splitting the feature map by each91

row. Each row maps a part in the input image (e.g., a person’s92

head, chest, or legs). The relationship between rows in two93

domains’ feature maps of the same person is calculated in this94

branch, which is also the relationship between different parts95

of the input images in two domains. Through the guidance96

of the sketch feature map, the whole attention block can give97

different weights to the areas in the RGB feature map. We also98

propose the cross-domain center (CDC) loss to reduce the99

gap between two domains. Different from the common person100

Re-id dataset with a large number of images, the collection of101

sketch dataset [10] is difficult. There are 200 sketch images102

painted by 5 painters and 400 RGB photos captured by two103

cameras in the Sketch Re-id dataset.104

The main contributions of this paper are as follows:105

(1) A novel cross-domain attention (CDA) mechanism is106

applied to address the Sketch Re-id task, which contains two107

branches that use different ways to get patches. The global108

branch uses the way that splitting the feature maps by each109

row and column. And the local branch applies the way of110

splitting the feature maps by each row.111

(2) To reduce the gap between two domains and make112

the features with the same ID closer, we propose the newly113

cross-domain center (CDC) loss. It maps the features of114

different sets of domains into a common space, which breaks115

through the limitation of the traditional center loss.116

(3) The accuracy of the Sketch Re-id dataset [10] has117

increased by 3.7% (Rank-1) and 1.0% (Rank-5) through118

adding the proposed CDA and CDC. We also test on other119

sketch-photo face datasets (CUHK student dataset [4] and 120

CUFSF [11]) to test the generalization of the model. Compared 121

with the state-of-the-art methods, our result shows that the 122

rank-1 achieves a 0.38% increase in the CUHK student dataset 123

and a close performance in CUFSF. 124

II. RELATED WORK 125

A. Person Re-Identification 126

Person re-identification mainly solved the problem of pedes- 127

trian recognition [12], [13]. The solutions to the problem 128

can be divided into representation learning and metric learn- 129

ing. Representation learning did not consider the similarity 130

between the same ID images but directly regraded the Re-id 131

problem as a classification problem [14], [15] Through mark- 132

ing attributes for the pedestrians, Lin et al. [16] improved 133

the generalization ability of the model. Only regarding the 134

Re-id task as a classification problem alone cannot focus on 135

the features of the same ID images. More and more research 136

pay attention to metric learning in recent years. Meanwhile, 137

a variety of loss functions were proposed, like triplet loss [17], 138

[18] and pair verification loss [19]. We usually define the two 139

images of the same ID as a positive pair and two images of 140

different ID as a negative pair. The goal of metric loss is to 141

minimize the distance between the positive pair and increase 142

the distance between the negative pair. 143

B. Part Features Deep Learning 144

There has been lot of research to learn a global feature to 145

represent the images of one person. Yet if we only consider 146

the global features but ignore the local features, the model will 147

lose much detailed spatial information. Many works consider 148

the way of dividing images into parts to capture the local 149

features. Compared with the traditional global classification 150

loss in the representation learning, [20] put forward a novel 151

part loss, which automatically detected human body parts 152

and computed the classification loss of each part separately. 153

Aligned-Reid [12] extracted a global feature, which was 154

jointly learned with local features. Sun et al. [21] employed 155

the part-level features that offered fine-grained information for 156

pedestrian image description and just considered content con- 157

sistency within each part of images for precise part location. 158

C. Visual Transformer 159

Transformer [5] had shown impressive performance for 160

natural language processing tasks because of the strong ability 161

in modeling long-range context information. Recently, some 162

efficient architectures based on the Transformer have been 163

used for a variety of computer vision tasks. Particularly, Vision 164

Transformer [22] (ViT) reshaped the image into a sequence of 165

flattened patches and input them to the transformer encoder 166

for image classification. Swin Transformer [23] proposed a 167

hierarchical Transformer whose representation is computed 168

with shifted window. It has the flexibility to model at various 169

scales and has linear computational complexity concerning 170

image size. DETR [24] used a common CNN to extract the 171

image’s global features, which were taken as the input to a 172
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Fig. 2. Proposed network consists of the domain identity learning part and cross-domain feature learning part. Resnet50 is used as the backbone in the first
part. The blue block and purple block is the CDA and CDC loss in the second part.

transformer-based encoder-decoder architecture. M2TR [25]173

adopted a multi-scale transformer that integrates multi-scale174

information for Deepfake detection.175

D. Attention Mechanisms176

Adding attention modules to the CNN network has177

become an effective method to improve recognition accu-178

racy. Many attention mechanisms are designed based on179

spatial information or channels. Reference [26] put for-180

ward a parameter-free spatial attention layer for Person181

Re-Identification. Hu et al. [27] considered the influence of182

the interdependence between different channels of the feature183

map and designed the SE attention module. ECA [28] was184

based on the SE module, which uses the faster adaptive 1D185

convolution to calculate the attention weights of the channels.186

The combination of spatial information and channels also187

performs better. Reference [29] got the attention maps from188

the channels and spatial information and came up with a189

simple convolutional attention module. DCA [30] connected190

the adjacent attention module to make the information flow191

among attention modules. Self-attention is a highly effi-192

cient attention mechanism too. Dual attention network [31]193

modeled the semantic interdependencies based on the self-194

attention mechanism, which contained the spatial and channel195

information.196

E. Face Sketch Recognition197

Face sketch recognition is one of the most important tasks198

in the area of heterogeneous face recognition. It refers to199

face recognition across sketch and RGB domains. There are200

much research on face sketch recognition in recent years.201

Lots of methods attempt to use the latent subspace to cap-202

ture the domain invariant features. G-HFR [32] used the203

graphical representation and the Markov network to con-204

sider the spatial compatibility between neighboring image205

patches. It also used the designed CRSM to measure the206

similarity between two different graphical representations.207

Wang and Tang [11] integrated sparse feature selection with208

support vector regression and adopted Markov Random Fields. 209

Lin and Tang [33] proposed the Common Discriminant Fea- 210

ture Extraction algorithm, which transformed the different 211

domain samples into a common feature space. Huo et al. [34] 212

developed a minibatch proximal point algorithm to make effi- 213

cient optimization. MvDA [35] seeks a common discriminant 214

space by jointly learning multiple view-specific linear trans- 215

forms. Peng et al. [36] proposes an algorithm that exploits 216

the semantic information integrated with deep convolutional 217

neural networks to fully exploit the identical semantic clue 218

among cross-domain face images. CDFL [37] directly learned 219

the discriminative features from raw pixels for face repre- 220

sentation. Besides, some models also use the way of image 221

synthesis to reduce the gap between the different domains [38], 222

which can efficiently improve the recognition performance. 223

CFSS [39] was composed of a multiple feature generator 224

and a cascaded low-rank representation. IA-CycleGAN applies 225

the perceptual loss to supervise the image generation net- 226

work, which pays more attention to the key facial regions. 227

Luo et al. [40] uses the memory module to explore the pro- 228

totypical style patterns of the reference domain. 229

III. APPROACH 230

A. Network Structure 231

The proposed model consists of the domain identity learning 232

part and the cross-domain feature learning part. The identity 233

learning part extracts the specific features of sketch images 234

and RGB photos. And the cross-domain feature learning part 235

can reduce the gap between the sketch and RGB through our 236

designed CDA and CDC loss. The training dataset Dtrain in 237

this paper is defined as
{

P1∼N
i , S1∼M

i

}
i=1∼K , which contains 238

K labels with N RGB photos and M sketch images. Specifi- 239

cally, the domain identity learning part has two branches. The 240

backbone of each branch is the Resnet50, which is popular 241

in retrieval tasks. Each backbone gets a sketch image Si or 242

an RGB Pi photo as the input during the training stage. Then 243

the output sketch feature map f s
i and RGB feature map f p

i 244

from the last convolution layer (C × H × W , the channel 245
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Fig. 3. Cross-domain attention mechanism has a global fused branch and a local fused branch. Each branch calculates different fused weight.

number of C is 2048, and the spatial size H × W is 7 ×7 ) of246

each Resnet50 are used in the cross-domain feature learning247

part. Because of the limitation of the backbone, the domain248

identity learning part can only distinguish different people in249

a specific domain. The cross-domain feature learning part is250

designed to solve this problem, which uses the cross-domain251

attention(CDA) mechanism and cross-domain center loss. The252

CDA has two branches to get weight and output fused feature253

maps. As shown in Fig.2., the f glob
i and f loc

i are named as254

the global fused feature map and local fused feature map. The255

cross-domain center loss can lower the gap between f s
i , f p

i ,256

f glob
i and f loc

i with optimizing the common space center of257

each label. Common classification loss and triplet loss are also258

applied to learn the identity information of each person. Each259

feature map is used for calculating the classification loss. The260

triplet set in triplet loss consists of an anchor f s
i , a positive261

sample f glob
i , and a negative sample f glob

j . The f s
i , f glob

i262

have the same label and the f glob
j has a different label. In this263

way, the triplet set can be written as
{

f s
i , f glob

i , f glob
j

}
. The264

f s and f glob are used in the validation phase. The purpose265

of our model is to calculate the similarity between the given266

query sketch image and each RGB photo in the gallery, which267

determines the final retrieval result.268

B. Cross-Domain Attention Mechanism269

The details of the cross-domain attention mechanism are270

shown in Fig. 3. Not all regions in RGB photos are equally271

important. Some regions related to the sketch images need to272

be focused on more. Referring to the mid-sub-layer of tradi-273

tional Transformer decoder [5], we design the cross-domain274

attention mechanism, which has a global fused branch and a275

local fused branch. Both branches apply the scaled dot-product276

attention mechanism, which needs a query, a key, and a value.277

The query is got from the RGB feature map, but the key278

and value are got from the sketch feature map. The result of279

the scaled dot-product attention mechanism calculation is the280

cross-domain fused weight. The main difference between the281

two branches is the way of splitting feature maps. In general,282

the goal of this attention is to capture the relevant areas in283

RGB photos through sketch images. As a result, the model can284

focus on similar and important local areas in sketch images 285

and RGB photos. 286

Given the feature maps, the first operation is a summation 287

for each pixel along the channels. Two 2-D matrixes As and 288

A p with shape H × W can be got after the summation. These 289

matrixes indicate the importance of different positions, which 290

are also used as the inputs of the next global fused branch and 291

local fused branch. 292

1) Global Fused Branch: The splitting way like the 293

ViT [22] is adopted in this branch: The matrix As and A p
294

are divided into H W patches
{

ps
i

}glob
i=1∼H W

(
ps

i ∈ R1×1) and 295
{

p p
i

}glob
i=1∼H W

(
p p

i ∈ R1×1). The
{

ps
i

}glob
i=1∼H W from the sketch 296

domain are passed into 2 separate linear layers to obtain the 297

global key Kg and global value Vg . The
{

p p
i

}glob
i=1∼H W from 298

the RGB domain are passed into another linear layer to obtain 299

global query Qg . With Qg , Kg and Vg , the global fused 300

weight W glob can be calculated through a scaled dot-product 301

attention mechanism. To be specific, the dot product of Qg 302

is computed with the Kg . Then we use a Softmax function 303

to obtain the weight summation over Vg . The W glob can be 304

written as equation (1): 305

W glob = softmax
(

Qg · K T
g

)
· Vg (1) 306

It can be found that the W glob fuses the global information 307

from the sketch domain and the RGB domain. Finally, the 308

output global fused feature map f glob is the Hadamard product 309

of the global fused weight W glob and f p: 310

f glob = W glob ⊙ f p (2) 311

2) Local Fused Branch: A new splitting way is designed in 312

the local fused branch. This way is based on the relationship 313

between the input image and the feature map. In the process 314

of extracting picture features by the model, the size of the 315

feature map is gradually cut down with the number of channels 316

increasing. Therefore, Each region in the feature map is 317

mapped into a different area in the input picture. And the rows 318

in f p or f s are mapped into the local areas in the sketch image 319

or the RGB photo (e.g., a pedestrian’s head, chest, or leg). 320

Due to this, the new splitting way is as follows: the matrix As
321

and A p are divided into W patches
{

ps
i

}loc
i=1∼W

(
ps

i ∈ R1×H
)

322
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Fig. 4. Illustration of the cross-domain center loss. The distance of features belonging to the same label across all domains can be minimized by optimizing
the common space center.

and
{

p p
i

}loc
i=1∼W

(
p p

i ∈ R1×H
)
. Each patch is the rows in the323

As or A p . In this way, the relationship of different domains’324

body parts can be calculated. Same as the global fused branch,325

the
{

ps
i

}loc
i=1∼W from the sketch domain are first passed into326

2 separate linear layers to obtain the local key Kl and local327

value Vl . The
{

p p
i

}loc
i=1∼W from the RGB domain are passed328

into another linear layer to obtain local query Ql . Through the329

scaled dot-product attention mechanism, the final Wloc can be330

calculated by the Ql , Kl , and Vl :331

Wloc = softmax
(

Ql · K T
l

)
· Vl (3)332

The local fused weight Wloc fuses the local information from333

the sketch domain and RGB domain, which is different from334

the global fused branch. The final output local fused feature335

map f loc can be got from the Hadamard product of the local336

fused weight Wloc and f p:337

f loc = Wloc ⊙ f p (4)338

3) New Fused Domains: Since the information of sketch339

domain and RGB domain has fusion and interaction in differ-340

ent ways, this paper defines a global fused domain and a local341

fused domain. The f glob is regarded as the feature map of the342

global fused domain. And f loc is regarded as the feature map343

of the local fused domain.344

C. Loss Functions345

Loss function plays an important role in the model training346

process. The classification loss Lcls and triplet loss Ltri can347

learn the identify features. Besides, a novel cross-domain348

center loss Lcdc is proposed. The Lcdc can help with learning349

the domain invariant features. overall, this paper uses three350

types of loss functions. The model can be more robust by351

jointly using three loss functions:352

Ltotal = αLtri + βLcdc + Lcls (5)353

where α, β are the hyper-parameters designed for Ltri354

and Lcdc. By default, we set the α = 10 and β = 0.001.355

This joint loss function in Equation (5). is optimized by the356

Adaptive Moment Estimation. The details are shown in the 357

experiment setting. 358

1) Cross-Domain Center Loss: The traditional center 359

loss [41] was widely used in face retrieval tasks. It strengthens 360

the model’s ability to extract features in pictures through the 361

center point changing. In the Sketch Re-id task, the features 362

are from the sketch domain or RGB domain. But the limitation 363

of the past center loss is the pictures in the dataset must be 364

in the same domain. This causes the Sketch Re-id cannot use 365

the traditional center loss. So we propose a new cross-domain 366

center loss based on the traditional center loss [41], [42] 367

to solve Sketch Re-id. Details of this loss are shown in 368

Fig. 4. There is no domain limitation in the cross-domain 369

center loss. The calculation process is as follow: there are 370

N pedestrian labels and d domains in the given feature set 371{
f d
i

}N
i=1 (d ∈ {s, p, glob, loc})(s is the sketch domain, p is 372

the RGB domain, glob and loc are the global fused domain 373

and local fused domain). with the
{

f d
i

}N
i=1, the cross-domain 374

center loss can be written as Equation (6): 375

Lcdc = 1
2

N∑

i=1

∑

d∈{s,p,glob,loc}

∥∥∥vd
i − Ci

∥∥∥
2

2
(6) 376

the Ci is the common space center of pedestrian label i 377

and v is the vector of a specific domain. The model can 378

minimize the distance between the different domain features 379

and their corresponding centers within each training batch 380

through the cross-domain center loss. Each label center C j will 381

be updated by the features of label j in all domains after each 382

training iteration. The #C j is as Equation (7 ) shown. δ(i, j) 383

is a conditional judgment function that judges whether the 384

labels are the same. With updating the center C j , the distance 385

between the same label’s sketch features and RGB features in 386

a batch can be shortened. 387

#C j =

N∑
i=1

∑
d∈{s,p,glob,loc}

δ(i, j)
(

C j − vd
j

)

1 +
N∑

i=1
δ(i, j)

(7) 388
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TABLE I

NUMBER OF SKETCH IMAGE LABELS FOR EACH PAINTING STYLE,
TRAINING, AND TESTING ON THE SKETCH RE-ID DATASET

δ(i, j) =
{

1, i = j
0, i ̸= j

(8)389

2) Classification Loss: As shown in Fig. 2, four feature390

maps are passed through the global average pool to obtain391

four feature vectors. They are finally used to calculate the392

classification loss and predict their label. The same label’s393

identity information in the sketch domain and RGB domain394

can be learned through the classification loss:395

Lcls = 1
N

N∑

k=1

− log

(
exp

(
fyk

)
∑

j exp
(

f j
)
)

(9)396

f j is the j th element of the predict score that comes from397

the last FC-layer. yk is the ground-truth ID of pedestrian398

sample K .399

3) Triplet Loss: The triplet loss is a common metric learn-400

ing method, which is widely used in pedestrian re-id tasks.401

Motivated by the margin, triplet loss can make the positive402

pair close and the negative pair away [17], [43]. The goal of403

triplet loss in this paper is to minimize the distance between404

the same label sketch image and RGB photo and increase405

the distance between different label sketch images and RGB406

photos. The triplet loss is in the form of:407

Ltri =
∑

{ f s
i , f glob

i , f glob
j }

max
(
Da,p − Da,n + m, 0

)
(10)408

Da,p =
∥∥∥F( f s

i ) − F( f glob
i )

∥∥∥
2

2
(11)409

Da,n =
∥∥∥F( f s

i ) − F( f glob
j )

∥∥∥
2

2
(12)410

f glob
i and f s

i are the global fused feature map and sketch411

feature map of ID i , which are the most dissimilar pair with412

same ID. f glob
j and f s

i are the global fused feature map413

and sketch feature map of ID j and i , which are the most414

similar pair with a different ID. The margin m is set as 0.3.415

The function F(·) means flattening the feature map to a 1-d416

vector. The L2 distances are defined as the similarity between417

different features.418

IV. EXPERIMENT419

A. Dataset420

1) Sketch Re-Id Dataset: There is one public Sketch Re-id421

dataset proposed by [10] for the cross-domain Re-id task,422

whose sketch images are whole-body of pedestrians. This423

dataset contains 200 person labels. Each label has one sketch424

image and two RGB photos. Some examples are shown in425

TABLE II

DETAILS OF TRAINING AND TESTING ON SKETCH RE-ID DATASET

TABLE III

DETAILS OF TRAINING/TESTING SET ON CUHK
STUDENT DATASET AND CUFSF

Fig. 5. The first and middle rows show RGB photos taken 426

from camera A and camera B. Sketch images are shown on the 427

bottom row. Due to being captured by different cameras, RGB 428

photos have a variety of poses. The sketch images are drawn by 429

five artists. Lots of Volunteers play the role of eyewitnesses to 430

make the sketch images match the real forensic sketch images. 431

They capture the person’s characteristics after watching RGB 432

photos for a period. Then the sketch artists draw the sketch 433

images according to the volunteers’ descriptions. Totally five 434

painting styles (A ∼ E) in this dataset. Details of sketch image 435

labels are in Table I. Same as the settings of the dataset 436

presenter [10], we randomly select 3/4 of all labels for training 437

and 1/4 of all labels for testing from each painting style. 438

There are 150 labels for training and 50 labels for testing. 439

The training set is composed of 150 labels’ sketch images and 440

RGB photos. And 50 labels’ sketch images and RGB photos 441

are used for the testing set. The settings of training and testing 442

are shown in Table II. 443

2) Sketch-Photo Face Datasets: We also proved the general- 444

ization performance of the proposed model on the CUHK stu- 445

dent dataset and CUFSF dataset. The details of training/testing 446

on them are shown in Table III. The CUHK student dataset 447

has 188 labels. Each label has one sketch image and one RGB 448

photo. Sketch images are drawn by the artist and RGB photos 449

are taken in a frontal pose under normal lighting. The training 450

set consists of 88 random labels’ sketch images and RGB 451

photos. The testing set is composed of the other 100 labels’ 452

sketch images and RGB photos. The CUFSF has 1194 labels. 453

There are also a sketch image and a photo for each label. 454

But photos in the CUFSF are in black-and-white with lighting 455

variations. And sketch images are exaggerated. We employ 456

the MTCNN [44] to detect and align the face. All pictures are 457

cropped throuth the MTCNN [44]. There have been 944 labels’ 458

sketch images and photos selected as the training set. The 459

others are used for the testing set. 460

B. Experiment Setting 461

1) Implementation Details: The model is built with the 462

Pytorch [45] and trained on double Nvidia Geforce GTX 463

1080Ti 11 GB GPU. The backbones of two branches are 464

pre-trained on the ImageNet-1k [46] but not on the public 465

Re-id datasets (e.g., Market-1501 [47], Dukemtmc [48] and 466
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Fig. 5. Some labels’ sketch images and RGB photos. The RGB photos are captured by camera A or camear B. (a-e) Human postures are various. (c) RGB
photos are affected by complex and messy backgrounds. (d-e) The person is obscured by other objects.

CUHK03 [49]). Then the whole model is fine-tuned to our467

tasks. We resize all inputs with 224 × 224 and perform the468

data augmentation with random horizontal flipping with the469

probability of 0.5 before training. Different training strategies470

are adopted on three datasets. On sketch-photo face datasets,471

we use an Adam optimizer with a learning rate of 6 × 10−5
472

and train the model for 300 epochs. The batch size of the473

CUHK student dataset and CUFSF is set to 22 and 30. On the474

Sketch Re-id dataset, the model is trained with a batch size475

of 30 for 200 epochs. And we use an Adam optimizer with a476

learning rate of 1×10−4. The β1 and β2 of all Adam optimizer477

are set to 0.9 and 0.999.478

2) Evaluation Metrics: The retrieval accuracy Rank-K is479

used as the evaluation metric. Rank-K means the percentage480

of the true match for the given probe image appearing in481

the first K images. We use Rank-1, Rank-5, Rank-10, and482

Rank-20 in our experiment to prove the model performance.483

Because the Sketch Re-id dataset is small, we report the484

average accuracy value of 10 experiments as the final result to485

avoid contingency. The train set and test set in each experiment486

are randomly re-sampled from the Sketch Re-id dataset.487

C. Results488

1) Comparison With Other Baselines on the Sketch489

Re-Id Dataset: There are seven baselines used for comparing490

TABLE IV

COMPARISON RESULTS WITH OTHER BASELINES
ON THE SKETCH RE-ID DATASET

with our proposed model. The Rank-1, Rank-5, Rank-10, and 491

Rank-20 of each baseline are shown in Table IV. We take 492

the average accuracy of 10 experiments as the result for all 493

baselines. Our model can outperform the previous methods 494

by 3.7% on the Sketch Re-id dataset. Triplet SN [50] is 495

designed for the recognition of the free-hand sketch images. 496

The edge maps extracted from person RGB photos and person 497

sketch images are fed into the Triplet SN in the testing. 498

The worst result indicates that this model cannot extract 499

the domain-invariant features between different domains. 500

GN Siamese [51] model contains GoogleNet [20], which is 501

trained with Siamese and classification loss. GN Siamese 502

can learn the common semantic feature between the sketch 503
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TABLE V

STANDARD DEVIATION OF THE RANK-K ACCURACY
ON THE SKETCH RE-ID DATASET

TABLE VI

COMPARISON RESULTS WITH OTHER ATTENTION MECHANISMS
ON THE SKETCH RE-ID DATASET

domain and RGB domain. AFL [10] is a cross-domain adver-504

sarial learning model to jointly learn identity features and505

domain-invariant features. RCD [52] uses a random homo-506

geneous transformation to realize the modeling of differ-507

ent modal relationships. TC-Net [53] consists of a triplet508

Siamese network and an auxiliary classification loss to help509

learn more discriminative features. MDFL [54] learns the510

invariant features between multiple domains through fusing511

the multi-level features. UFE [55] designs an unbiased fea-512

ture extractor and applies the multi-stream classifier, which513

improves the model’s capability of extracting features and514

bridging the domain gap. Among them, Triplet SN [50],515

GN Siamese [51] and AFL [10] are pre-trained on the pub-516

lic person Re-ID dataset Market1501 [47]. But RCD [52],517

TC-Net [53], MDFL [54], UFE [55] and our model can achieve518

a considerable result but without extra pre-trained on public519

Re-id dataset. Due to the efficient cross-domain attention520

mechanism and novel cross-domain center loss, our model can521

perform better than previous methods. Besides, Table V lists522

the standard deviation of each Rank-K accuracy, which also523

proves the validity and stability of our model.524

2) Comparison With Other Attention Mechanisms on the525

Sketch Re-Id Dataset: We use other attention mechanisms to526

replace our cross-domain attention mechanism and test their527

performance. SE [57] and ECA [28] are channel attention.528

SA [26] focuses on spatial information. Non-local [56] imple-529

ments the self-attention with the convolution. All experiments530

use our proposed cross-domain center loss. The result is also531

averaged from 10 experiments. The Rank-1 of each attention532

mechanism is shown in Table VI. The experiment results show533

that our cross-domain attention mechanism performs better534

than the above attention mechanisms in the Sketch Re-id task.535

3) Comparison With Other Methods on the Sketch-Photo536

Face Datasets: To evaluate the generalization ability of our537

model, we experiment on the CUHK student dataset and538

CUFSF. The evaluation metrics used are Rank-1. The per-539

formance of all state-of-the-art methods and ours are shown540

in Table VII and Tabel VIII. In the comparison on the CUHK541

student dataset, LLE [58] is a patch-based synthesis method542

that can synthesize the target sketch patch from several training543

sketch patches according to the RGB photos. MRF [11] is a544

TABLE VII

COMPARISON RESULTS WITH OTHER BASELINES
ON CUHK STUDENT DATASET

TABLE VIII

COMPARISON RESULTS WITH OTHER BASELINES ON CUFSF

TABLE IX

ABLATION RESULTS ON THE SKETCH RE-ID DATASET

multi-scale model, which can learn the relations among neigh- 545

boring image patches. DR-GAN [59] performs face frontal- 546

ization and learns pose-invariant representation. It can take 547

one or multiple images as the input and generate one unified 548

representation. Dual-transfer [60] that uses the dual-transfer 549

FPSS framework is composed of an inter-domain transfer 550

process and an intra-domain transfer process. ODL-CNN [61] 551

is a new IoT-enabled Optimal Deep Learning method. The 552

hyper parameter optimization of ODL-CNN is the Improved 553

Elephant Herd Optimization algorithm. IA CycleGan [62] 554

applies a perceptual loss to supervise the image generation 555

network, which pays more attention to the key facial regions. 556

KD model [63] uses a teacher network to learn the knowl- 557

edge of the face in the sketch and RGB domain. Then this 558

knowledge is transferred to two student networks designed 559

for the face photo-sketch synthesis task. We also compare 560

our result with some methods on CUFSF. Besides the above 561

methods in [62], [63], and [61], there are other two methods 562

on CUFSF. G-HFR [32] uses the graphical representation 563

and the Markov network to calculate the spatial compatibility 564

between the neighboring image patches. MMTN [40] explore 565

the prototypical style patterns of the reference domain. Our 566

model achieves close performance on the CUFSF dataset and 567

state-of-the-art performance on the CUHK student dataset. 568

All these results prove the validity and the generaliza- 569

tion of the cross-domain attention mechanism and center 570

loss. 571
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Fig. 6. Grad-CAM visualization of attention maps of sketch images and RGB photos in Sketch Re-id dataset.

Fig. 7. Grad-CAM visualization of attention maps of sketch images and RGB photos in CUFSF and CUHK student dataset.

4) Ablation Study: We have learned the domain-invariant572

features through the designed CDA. And the model is573

optimized by the jointly novel cross-domain center loss and574

identity features learning losses (classification loss and triplet575

loss). To prove the validity of the cross-domain attention576

mechanism and center loss, we perform a series of ablation577

experiments on the Sketch Re-id dataset. The experiment578

results are shown in Table IX. The Rank-1 is 49.75% when579

using the backbone without any other operations. We first add580

the CDA without the local branch to the backbone and achieve581

52.75% accuracy. The complete CDA can make the Rank-1582

increase to 56.00%. Then we only use the cross-domain center583

loss in the training and find that the Rank-1 increases to584

56.25%. The above ablation results confirm that our novel585

cross-domain attention mechanism and center loss can make586

the model perform better on the Sketch Re-id task.587

D. Visualization and Qualitative Analysis588

Through Grad-CAM [64], we visualize the sketch image589

feature maps and RGB photo feature maps after the CDA in590

our model. Both Sketch Re-id dataset and sketch-photo face591

datasets generate 7 heatmaps. As shown in Fig. 6 and Fig. 7,592

our model extracts greater local features in the RGB photo and593

reduces the difference between the sketch images and RGB594

photos effectively. Besides the visualization results, we list595

the retrieval results on three datasets in Fig. 8 and Fig. 9. 596

The results in the Sketch Re-id dataset also be compared to 597

the model without the CDA. The correct retrieval results and 598

incorrect retrieval results are highlighted with a dotted green 599

line and a red dotted line respectively. 600

1) Sketch Re-Id Dataset: The heatmaps of the Re-id dataset 601

are shown in Fig. 6, we can notice that our model can reduce 602

interference in the background and focus on similar areas in 603

the sketch images and RGB photos. In columns (a) and (b), 604

the model focuses more on the logo and badges, which are 605

on the garment on the chest. From columns (c) and (d), the 606

RGB photos contain two persons. Yet based on the guide of 607

the sketch images, the model can focus on the right person 608

through the same clothes features in the sketch image. Besides, 609

the model can also track the local feature of the pedestrians. 610

In columns (e) and (f), due to the pedestrians’ posture being 611

different in the RGB photos and sketch images, the backpack 612

position of the pedestrians is different. Our model can find the 613

backpack in the RGB photos according to the backpack feature 614

in the sketch images. But sometimes the position of objects 615

held by pedestrians may change a lot. Taking the sketch image 616

in column (g) for example, the garbage bag is in the person’s 617

left hand, but it appears on the person’s left or right hand 618

in the real RGB photo. The local feature like this cannot be 619

an important feature for recognition. So, the model takes the 620
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Fig. 8. Retrieval results on the Sketch Re-id dataset. (a) the complete model (b) the model without the CDA.

Fig. 9. Retrieval results of our model in the CUHK student dataset and CUFSF.

clothes and arms of pedestrians as distinguishing features. The621

retrieval results are shown in Fig. 8. We compare the complete622

model with or without the CDA. As shown in Fig. 8 (a), the623

correct person in the gallery can be found in the Rank-1 with624

a complete model. But the result in Fig. 8 (b) shows that the625

model without the CDA can only find the correct person in626

Rank-3 or Rank-4.627

2) Sketch-Photo Face Datasets: The heatmaps of the628

sketch-photo face datasets are shown in Fig. 7. The (a), (b),629

(c), (d), (g), and (h) are from CUFSF, and the (e) and (f) are630

from the CUHK student dataset. Our model has significant631

performance on these datasets. The designed CDA makes632

the backbone focus on the local details of the human face.633

In (a) and (b), the model captures the differences between634

glasses and through them distinguishes different people. And635

in (c) to (f), the model focuses on the hairstyles and the hair636

on the forehead. The girl’s hairstyle is completely different637

in (c) and (d). There is also a slight difference between the638

person’s hair on the forehead in (e) and (f). As for (g) and (h),639

the model focuses on the earrings. We can find that the earrings640

in (g) are a little big than those in (h). It is the cross-domain641

attention mechanism that makes the model capture the above642

features. The Fig. 9 shows some retrieval results. The (a) and643

(b) show the correct Rank-1 retrieval results on the CUHK644

student dataset and CUFSF. It can be found that our model can645

find the correct retrieval results in Rank-1 whether the photo 646

in the gallery is RGB or black-and-white. We also list some 647

failure cases in (c). In the first and third row, the light on each 648

face and the background color is different. These differences 649

cause some difficulties for the model. In addition, some similar 650

features also cause interference when the model focuses on the 651

same local regions, like the nose and mouth in the second row. 652

Although our model does not find the correct target on Rank-1, 653

it can still be found on Rank-2. 654

V. CONCLUSION 655

In the Sketch Re-id task, due to the query being sketch 656

domain and the gallery being RGB domain, it is difficult for 657

the model to extract the identified domain-invariant features. 658

Instead of previous methods extracting the features of the two 659

domains respectively for optimization, we propose a novel 660

idea that uses the features of the sketch domain to guide the 661

extraction of the RGB features. Based on this idea, we design 662

the cross-domain attention (CDA) mechanism. Specifically, 663

the CDA has two different branches: the global branch and 664

the local branch. The difference between the two branches 665

is how to split the feature maps and get the final attention 666

weight. Besides, we use the cross-domain center loss (CDC) 667

to catch the domain-invariant feature. Through the change of 668

center point in common space, the difference between the 669

Authorized licensed use limited to: East China Univ of Science and Tech. Downloaded on May 29,2024 at 10:27:43 UTC from IEEE Xplore.  Restrictions apply. 



ZHU et al.: CROSS-DOMAIN ATTENTION AND CENTER LOSS FOR SKETCH RE-IDENTIFICATION 3431

sketch domain and RGB domain can be effectively reduced.670

In addition to the Sketch Re-id task, we perform experiments671

in the cross-domain face recognition task to prove the gen-672

eralization of our model. Experimental results show that our673

model achieves the state-of-the-art performance on the Sketch674

Re-id dataset and two sketch-photo face recognition datasets.675

In general, our model is universal for sketch-based cross-676

domain pedestrian Re-id tasks and face recognition tasks.677
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